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Abstract—A new media-access-control protocol is introduced
in this paper. The authors consider a wavelength-division-
multiplexing (WDM) network with star topology. A single-hop
WDM system is considered, so that there is a full connectivity
between every node-pair in just one hop. The protocol adopted is
pretransmission coordination-based, so the protocol coordinates
nodes before the actual transmission. The coordination is achieved
with one demand (or traffic) matrix, which saves the predetermi-
nation of the timeslots each node transmits. Each transmission
frame (or cycle) has two phases: the control phase and the data
phase. In order to eliminate the possible delay added by the
schedule computation between the two phases of each frame, they
consider a traffic prediction scheme, which is based upon the
hidden Markov chain model. The control phase functions as a
learning period in which the predictor is trained. The training is
based on the traffic of the network. During the data phase, each
station transmits its packets based on the predicted reservations,
which are the predictor’s output. In the same frame, the predictor
computes the reservations for the next frame. They show that
their protocol, although suffering from small packet delay loss,
introduces a new method of computing the reservations of the de-
mand matrix and brings some performance improvement in terms
of channel utilization and results in higher network throughput,
which is proven by extensive simulations.

Index Terms—Demand matrix, optical wavelength-division-
multiplexing (WDM) networks, reservation, scheduling, traffic
prediction.

I. INTRODUCTION

IN THE world of networking, with enormous requirements
in speed, only optical technology can correspond with effec-

tiveness because of the incapacity of electronic switching. The
development of high-level optical networks is employed by a
wavelength-division-multiplexing (WDM) technique to achieve
tremendous capacities [1]–[5]. The great thing about WDM
networking, which explains the huge research and commercial
interest in this technology, is its compliance with the limited,
compared to fiber technology, speed of the stations’ electronic
circuits [6], [7]. In this way, WDM offers an excellent way
of exploiting the huge bandwidth of optical fibers by intro-
ducing concurrence among multiple users transmitting. The
main attraction of optical switching is that it enables routing
of optical data signals without the need for conversion to
electrical signals and, therefore, is independent of data rate and
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data protocol. The multiplexing and the demultiplexing of the
available channels (or wavelengths) are performed with opti-
cal implementation, resulting in gigabit data rates [8]. WDM
networks have been considered for local area network (LAN),
metropolitan area, and wide area networks. If we specialize in
the optical WDM networks, then it is obvious that a list of
variable classes can be found. These classes are WDM point
to point link networks, WDM broadcast and select networks,
wavelength routing networks, and passive optical networks [9].
Among all these classes, the broadcast and select category
seems to achieve a significantly higher performance than the
others [10]. Regarding the physical topology of the broadcast
and select networks, we could report the four most popular
topologies, which are star, bus, tree, and ring [11]. The passive
star topology using a broadcast and select star coupler has been
shown to dominate in LAN area, due to its single point of fail-
ure, its completely passive nature, its direct optical connection
of all node pairs, and its slight decrease in the signal power [12].
Networks of this category are equipped with one optical passive
star coupler, which connects all nodes via two-way optical
fibers. If a network consists of N nodes then the star coupler
has N inputs and N outputs. If a node wishes to transmit data
to a (different) destination node of the network, it sends the
optical signal, with the aim of a given available channel to the
passive star. The inserted signal will have its power equally
divided among all output ports of the star coupler, which will
appear exactly on the same wavelength as it entered. This is
due to the fact that the star coupler is generally just a passive
device, without power, and so, we manage it with reliability
and easiness [6], [9]. This procedure is the first part of the
broadcast and select characterization of the WDM network
architecture. The second procedure includes the reception of
the signal form each node by filtering. A multicast service takes
place when more than one node choose to accept the transmitted
signal, and a unicast service takes place when only one node
chooses to accept the transmitted signal, while the rest of the
nodes reject it. Another fundamental distinction is between
singlehop and multihop systems [13]. If the actual number of
intermediate nodes that a data or control packet needs to pass
through, in order to reach its final destination, is exactly one,
then the system is called single hop; otherwise (more than
one intermediate nodes), it is called multihop. Another point
of differentiation among broadcast and select WDM networks
is the number and type of transmitters and receivers assumed
for each node in the system [14]. In the most cases, each node
has one transmitter and one receiver. A fixed-tuned transmitter
(FT) is capable of transmitting on a specific wavelength only.
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Fig. 1. Broadcast and select network with N nodes and W channels. Each
node has a TT and a fixed receiver.

A fixed-tuned receiver (FR) is capable of receiving on a specific
wavelength only. Consequently, an FT node can send data only
to nodes, which are capable to filter the transmitted wavelength.
A tunable transmitter (TT) is configurable to change in order
to transmit in all the available channels of the network. A
tunable receiver (TR) is configurable too, returning receiving
in all the available channels. As a conclusion, we could refer
four possible configurations for a WDM broadcast and select
system: an FT–FR system, an FT–TR system, a TT–FR system,
and a TT–TR system.

This paper focuses on a single-hop TT–FR WDM broadcast
and select system with N nodes and W channels (Fig. 1). A new
scheduling algorithm is presented and is called wait for fullness
(WFF). WFF introduces a new schedule computation mecha-
nism, which is called the cleanup mechanism. The innovation
of WFF lies in the way it modifies the scheduling algorithm,
so that it minimizes (or even eliminates) the number of idle
timeslots, thus significantly improving channel utilization while
maintaining a high network throughput. WFF incorporates the
same prediction mechanism as predictive online scheduling al-
gorithm (POSA) which, when combined with the pipelining of
the schedule computation time and transmission time, explains
the significant performance improvement that is observed. The
adopted network encloses N nodes, which can transmit in W
channels. The data transmission is accomplished by an array
of fixed transmitters (or a TT), which can be tuned in each of
the W channels. Also, the data reception is accomplished by a
fixed receiver, tuned to a specific channel, and allows the node
to accept data in the specific wavelength. Each node can receive
data on a dedicated channel, which is referred to as the node’s
home channel. Thus, the network can support three different
connections: 1) broadcasting, when the transmission targets
all the channels of the network; 2) multicasting, when the
transmission targets a part of the channels of the network; and
3) unicasting, when the transmission targets only one node
of the network [3], [5]. The connection of the stations is
accomplished through a passive star coupler that facilitates the

transfer of data from the transmitters to the receivers. Each
output port of the star coupler is connected to the corresponding
receiver by means of a two way optical fiber.

The rest of this paper is organized as follows: Section II
analyzes the architecture of the network, Section III describes
the distinction among the media-access control (MAC) proto-
cols, while Section IV outlines the structural elements of the
network. Section V analyzes the three online protocols [online
interval-based scheduling algorithm (OIS), POSA, and check
and sort POSA (CS-POSA)] with the previous progress and
work to be improved. Section VI presents the new algorithm
and is followed by the figures and the detailed comparisons
between the performances of the three algorithms, POSA,
CS-POSA, and WFF in Section VII. Finally, concluding re-
marks are presented in Section VIII.

II. NETWORK BEHAVIOR

It is be very useful for the study of the behavior of the
network, if we also examine the arithmetic relation between
the nodes and the available channels. If we consider that the
channels of the network are more than the nodes (W > N),
then it is clear that during the data transmission a number of
channels remain inactive, since each node accepts data only
in a predetermined channel. Practically, this kind of network
structure has no meaning. The second case concerns networks
where the number of nodes and available channels are equal
(N = W ). In this case, we have a type of ideal communication,
optical self-routing is achieved [15], since each node sends its
data to a separate channel of communication. Of course, we
have to exclude the case where two nodes tune concurrently
at the same channel in order to transmit data to the same
destination node. This parallel transmission at the same time
causes channel conflict, and the data is destructed. This case
is idealized when each node transmits simultaneously in dif-
ferent channel in the network. Naturally, the implantation of
systems that support an equal number of users and channels
is a complicated and costly process. The most usual relation
between the nodes and the channels is where the nodes are more
than the channels (N > W ). This case is frequent in the local
networks that we examine. Here, therefore, the channels are
limited; consequently, each node is forced to share a number
of channels with certain other nodes. More specifically, if we
suppose that we allocate N nodes and W channels, then a
number of nodes equal to N/W share the same channel. For
example, if we allocate ten nodes and two channels, then five
nodes share the same number of channels. It is obvious that the
lack of channels leads to unavoidable time delay of packets,
since certain nodes wait in order to transmit without collisions
or certain nodes are supposed to retransmit the same data if
some conflict happens. Finally, we should report the case where
the network suffers from available channels (N � W ). It is
easily understood that the network presents a lot of delays in the
packet switching, and it requires very organized coordination
between nodes and channels. In this paper, we consider that we
have more nodes than channels. In this case, we need a common
strategy implemented in the network and adopted by all nodes
in order to communicate with each other.
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Fig. 2. Categorization of MAC protocols.

III. MAC PROTOCOLS

A MAC protocol comprises all the methods and the ways
of accessing the available media [16]. In simple terms, a good
protocol is essential to coordinate transmissions between var-
ious nodes in the network. Assuming a TT–FR system, it is
possible that two or more nodes might transmit on the same
channel at the same time. Then, a channel collision occurs
and the network performance is degraded. A MAC protocol
usually aims to prevent channel collisions form occurring and
specify how selections should be made when necessary. The
two major categories of protocols are the preallocation based
and the pretransmission coordination based (Fig. 2). The basic
distinction among MAC protocols is the existence of a control
channel [17]. In the case where in the network there is at least
one channel dedicated to the coordination of channels and their
transmission time, then the protocol is pretransmission coor-
dination. In preallocation schemes, the available wavelengths
are used only as data channels, and no wavelength serves as
a shared control channel. The wavelengths are preassigned to
transmitters or receivers in a fixed manner, and each wavelength
comprises the so-called home channel of the node to which
it is preallocated. It must also be noted that in the absence
of a dedicated control channel, transmission control can be
performed using control packets. There are two quite common
home-channel allocation schemes [18]:

1) for interleaved allocation scheme λi = i mod W ;
2) for neighbor allocation scheme λi = �i/�N/W ��

where node i is assigned with a channel λi as its home
channel, where 0 ≤ i ≤ N − 1, and 0 ≤ λi ≤ W − 1. Thus,
assuming for example TT–FR node architecture, a source node
determines the home channel of a destination node through the
destination node number (i), the number of nodes (N), and the
number of the total available wavelengths (W ).

The category of preallocation-based protocols can be further
divided into fixed-assignment protocols and random access
protocols [19]. Fixed-assignment (or static access) schemes
predetermine the exact time instants the nodes are allowed to
access the shared channels. On the other hand, random access
protocols allow nodes to access the shared channels in a random
way. In the first kind, channel collisions are avoided, while in
the second, there is the possibility of the existence of collisions,
whose frequency depends on the offered traffic. The other

category of pretransmission coordination-based protocols [20]
differs from preallocation ones in the fact that they designate
at least one wavelength to be used as a control channel. This
set of control channels, which is in the most cases only one, is
used to coordinate access to the remaining data channels. As
we can note, in this category, data transfer actually consists
of two independent phases. During the first phase, known as
the reservation phase, the MAC protocol coordinates the data
to the appropriate channels in order to prepare the transmis-
sion of the next phase. During the second phase, known as
data transmission phase, the actual transmission of the data
is performed, based on the coordination assignments of the
reservation phase. Channel collisions may be allowed to occur
in both phases, either in control or data channels. In this point,
one more differentiation can be recorded under the criterion of
the existence of collisions. If we assume TRs at nodes for data
reception, then it is possible that two or more nodes transmit to
the same destination node at the same time on different wave-
lengths. In that case, we say that a receiver collision occurs.
Therefore, if the pretransmission protocol allows receiver col-
lisions, then the protocol is known as pretransmission coordi-
nation based with receiver collisions; otherwise, the protocol is
known as pretransmission coordination based without receiver
collisions [21]. In this paper, we focus on pretransmission
coordination based without receiver collisions, due to the con-
sideration of TT–FR system. This choice can be justified by
three reasons: First, the pretransmission-based schemes support
better utilization of the available channels and leads to higher
performance levels; second, these schemes result in a collision-
free system, as they avoid channel (by channel coordination)
and receiver (by a TR system) collisions; finally, they offer
more flexibility for a large number of nodes [22].

IV. SYSTEM ARCHITECTURE

As mentioned, the scheduling algorithm does not use a
centralized scheduling scheme to decide how transmissions and
receptions should be made. Besides, in centralized scheduling
schemes, the star coupler plays a complex role, since the passive
star includes a scheduler as well. Typically, this scheduler
accepts requests from nodes and puts them in communication
order. In this paper, we consider a distributed scheduling
algorithm, in which each node has to maintain a global status
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information for each cycle of the reservation and transmission
phases. In other words, each node updates its common informa-
tion, according to information obtained by the shared channel.
A very common global information [23] is the N × W traffic
or demand matrix D = [dn,w]. Each row n represents the node
and each column w the channel. Furthermore, time is divided
in timeslots. Each cycle of the reservation phase followed by a
data phase is called frame. The frame then stores for every node
the number of timeslots required for transmission to a specific
channel. Then, the nodes transmit the requested data during
the current frame at different moments. For example, if we
assume for a specific cell of demand matrix d1,2 a time amount
of five timeslots (d1,2 = 5), then the node n1 for channel w2

demands five timeslots for transmission for the next frame. It
is supposable that the size of frames is not stable but depends
on the total requests of the nodes of the network. Alternatively,
the size of each transmission frame is variable and depends on
the load of the network. It is obvious that a demand matrix with
minor mean timeslots requests produces a short frame. On the
contrary, a heavy traffic produces a long frame.

Scheduling algorithms can generally be classified as offline
and online [24]. An online scheduling algorithm computes
a schedule based on available partial information. Offline
schemes do not compute the schedule until the entire demand
matrix is known. Offline algorithms [25] have the advantage
of efficiency, since they get a better and overall view of
the total requests of all nodes. On the other hand, online
algorithms typically require less computation time, and so,
there are reduced delays between reservation and transmission.
We use an online schedule matrix to carry out a more sim-
ple algorithm. Also, a further drawback of offline algorithms
is their high complexity, which varies from O(N2W ) to
O(N3W 3) [18]. The high levels of complexity do not conform
to optical fiber technology and lead to respective long time
delays. Besides, these high levels of complexity cannot be
compensated by sophisticated hardware, because of the imma-
turity of optical components. Some examples of offline algo-
rithms are satellite-switched/time-division multiple access [26],
MULTI-FIT [27], single reservation algorithm (SRA) [28],
and transmission assignment algorithm (TAA) [29].

V. PREVIOUS ONLINE ALGORITHMS

Three online algorithms are analyzed in this section: the OIS
[30] algorithm, the POSA [31] algorithm, and the CS-POSA
algorithm [32], [33]. OIS is a very simple online algorithm,
which exploits the advantages of the algorithms that do not
need the entire demand matrix but a part of it, because it
starts computing the schedule as soon as the first node’s set of
requests has been known. Execution of the online scheduling
algorithm begins upon reception of the first request, and so, the
entire demand matrix is not required. This scheme incorporates
online scheduling on the basis of available time intervals on
channels and for each examined node that requests reservation.
All requests of each node are examined sequentially one by
one. The main idea of OIS is the maintaining of two sets of
intervals for each frame. The first set consists of the list of
available intervals for each channel, and the second one consists

Fig. 3. Final schedule of OIS/POSA, according to demand matrix D.

of the intervals of the node, whose reservation is currently being
scheduled. The intervals show the unallocated time on a specific
channel or node. Whenever a node sends timeslots requests for
transmission, the list of available intervals are checked for their
availability of the requested number of free timeslots on the
channel. Since OIS is a collision free protocol, the algorithm
has to prevent the schedule of two or more nodes on the same
channel at the same time.

Assume the following demand matrix D 4 × 2, with
four nodes (N0, N1, N2, N3) and two transmission channels
(W0,W1). The set of rows represents the nodes of the network,
and the set of columns represents the channels of the network

D =




3 . . . 1
1 . . . 4
2 . . . 1
1 . . . 3


 .

The algorithm does not require knowledge of the rows of
all four nodes in order to function but only the ones of N0

[3,1] (row 1). In Fig. 3, the final schedule can be observed,
constructed by OIS for demand matrix D. The frame exam-
ined lasts 11 timeslots. The number of timeslots, in which
the channels remain idle, determines the performance of the
algorithm. It is obvious that channel W0 transmits data for
seven continuous timeslots, while the rest of the four remain
idle. Channel W1 transmits for nine timeslots and remains idle
for the other two. Conclusively, we can mention that OIS is
defined by three advantages [30]:

1) simplicity in computation actions of the schedule matrix;
2) low complexity, linear with the number of nodes and is

given by O(NW 2K);
3) immediate initiation of the construction of the schedule

matrix, which verifies its online identity.
These three elements of OIS are set as targets, which should
also complement the algorithm which is proposed in this paper,
as far as the construction of the schedule matrix is concerned.

The POSA [31] is a very powerful scheduling tool as having a
very effective traffic prediction mechanism. More specifically,
POSA is an extension of OIS and has a main aim to reduce
drastically the computation time of the schedule. While OIS
processes the requests for the transmission of all the nodes in
the reservation phase, and then it switches to the data phase,
by realizing the transmissions that have been registered in the
reservation phase, POSA maintains a very powerful prediction
system according to the history of the recent actual reservations.
In this way, in each frame, it predicts the requests of each
node for the following frame, and simultaneously, it transmits



SARIGIANNIDIS et al.: HIGH-THROUGHPUT SCHEDULING TECHNIQUE 4815

Fig. 4. Form of the predicted demand matrix.

according to the predictions of the previous frame. At the same
time, it inputs the actual requests of the current frame to the
history queues of the predictor, whose operation is mainly
based upon the hidden Markov chain model. However, we have
to mention that POSA uses the same scheduling algorithm
with OIS but with one difference: OIS constructs the final
schedule matrix based on the actual requests of each node,
in contrast to POSA that computes the schedule matrix based
on the predicted requests, as output of the traffic prediction
system. POSA operates in three phases. During the first phase,
the algorithm remains in a training condition state. At the
beginning, all the nodes broadcast their reservation requests,
and the transmission schedule matrix is computed. At the
same time, the requests of the nodes are inserted as learning
information in the predictor so that it forms suitable history
queues for the following prediction phase. The second phase of
POSA is just a switching phase. The algorithm stops learning
and starts predicting. Finally, POSA enters the most important
phase: the prediction phase. Assuming that the network consists
of N nodes and W channels, the reservations arrive at the
algorithm in the form of the demand matrix D = [dn,w]. The
aim of the predictor is to predict the contents of the matrix D
for each line n ∈ N and for each column w ∈ W . Thus, the
predictor can be divided into N × W independent predictors
pi,j(0 ≤ i ≤ N − 1, 0 ≤ j ≤ W − 1). Each predictor outputs
a value form 0 to K, where K denotes the upper bound on a
node’s request on a channel (Fig. 4). K is a constant value,
so it is possible to construct a probabilistic-based deterministic
predictor. See [31] in order to find a complete description of the
predictor. Of course, if we assume that eight predictors produce
the following predicted demand matrix D (the same as OIS),
then the final schedule will be the same as OIS’s final schedule
(Fig. 3), due to the fact the both OIS and POSA use the same
scheduling algorithm. Conclusively, we can say that POSA is
defined by four basic characteristics [31]:

1) the prediction mechanism;
2) the pipelining of the schedule computation phase of the

frame with the reservation and the data transfer phases;
3) an adjusting period of the algorithm so that the history

queues of each algorithm is filled in;
4) an overall complexity of the prediction system of

O

[
(K + 1 + V )(NW )

P

]

Fig. 5. Final schedule of CS-POSA according to demand matrix D.

(i.e., P = (NW/p)), where p is a constant, which shows that
the entire algorithm can be considered to run in constant as-
ymptotic time. The above four characteristics are set as targets
that should accompany the new proposed algorithm too.

The CS-POSA [32], [33] protocol is an improved edition
of POSA. On the one hand, it retains the same algorithm that
constructs the schedule matrix as OIS, and on the other hand, it
adopts the prediction mechanism of the requests of each node
as it has been presented above. CS-POSA introduces the oper-
ation of a new function before the construction of the schedule
matrix. More specifically, after it has accepted the prediction
requests from the prediction mechanism, it makes two contin-
uous steps: First, it adds the total requests of each node for
each channel and enters them in a vector. This vector is the
traffic picture of each node and is the key point of CS-POSA.
Then, it sorts the vector in a declining order so that in the first
place, there are the requests of the node with the biggest total
of requests and, in the last place of the vector the one with
the least total of requests. After this procedure is completed,
the same algorithm with OIS is applied, starting from the node
with the most requests in all channels and finishing with the
node with the least requests. In order to understand better
the operation of CS-POSA, a specific example is examined.
The following traffic matrix has been constructed by eight
individual predictors (we consider the same demand matrix as
this in OIS). Before CS-POSA constructs the schedule matrix,
it adds each row of the traffic matrix D in a new vector S that
will register the total amount of requests by each node:

D =




3 . . . 1
1 . . . 4
2 . . . 1
1 . . . 3


 , S =




3 + 1 = 4
1 + 4 = 5
2 + 1 = 3
1 + 3 = 4


 , S ′ =




5
4
4
3


 .

Therefore, vector S consists of the total amount of the
requests of the four nodes for the two transmission channels.
Table S is a mirror of the activity that each node has. After this,
CS-POSA grades vector S in a declining order. In case those
two nodes are found with the same total number of requests,
then the selection is random. In this way, vector S changes in
the ordered vector S ′. That denotes that the requests of node
N1 is examined first, then those of node N0, then those of node
N3, and finally those of node N2. For the same demand matrix,
CS-POSA constructs the following schedule matrix (Fig. 5). It
is clear that the schedule matrix of CS-POSA spends a total of
nine timeslots from which two out of 16 subtimeslots, i.e., a
percentage of 12.5% is wasted.
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Fig. 6. Frame condition, which resulting a normal or a refresh frame.

VI. WFF ALGORITHM

As we examined in the previous section, OIS and POSA use
exactly the same scheduling algorithm. This operation, even if
it is very simple and at the same time it allows the creation of
the schedule without complicated processes, may not always
compute the optimal schedule. That means that the constructed
schedule matrix consists of a lot of idle or wasted timeslots. In
other words, there are many idle time periods of the channels.
This of course increases the length of the constructed schedule
and leads to low channel utilization and, moreover, to low
network performance. For the predictor system with which
POSA carries, we can assert that it contributes in a great degree
to the increase of the network throughput. At the same time,
however, it lacks, as OIS, in channel utilization, since it does
not introduce a mechanism that decreases the idle timeslots.
Finally, CS-POSA leads to an increase of channel utilization,
but the benefit is limited by the load of the network and
fluctuates at low levels. This is due to the fact that CS-POSA
intervenes before the construction of the schedule matrix, by
shifting the order of the service of each node. This modification
improves the performance of the network but does not affect the
birth rate of idle timeslots. In this paper, we further extend the
above work by presenting a novel schedule mechanism in order
to reduce the number of idle timeslots of the final constructed
matrix.

In this section, we present a new scheduling method that
is based on the two previous algorithms that were discussed,
namely OIS [30] and POSA [31]. This new protocol attempts
a synthesis of the main features of OIS and POSA and results
in a performance improvement, in terms of channel utilization
and network throughput. WFF introduces a new set of schedule
computation mechanisms called the cleanup mechanism and
the refresh function. The innovation of WFF lies in the way it
modifies the scheduling algorithm so that it minimizes (or even
eliminates) the number of idle timeslots, thus significantly im-
proving channel utilization, while maintaining a high network
throughput. WFF incorporates the same prediction mechanism
as POSA which, when combined with the pipelining of the
schedule computation time and transmission time, explains the
significant performance improvement that is observed.

A. Cleaning Mechanism

The innovative cleanup mechanism of WFF acts after the
construction of the schedule. It is actually a procedure during
which the timeslots that contain at least one idle channel
(subtimeslot) are located and logically erased so that the total
number of idle timeslots is minimized and the channel utiliza-

tion is increased. The function of the cleaning mechanism can
be divided into the following four steps [34].

1) Locate the timeslots that contain at least one idle channel
subtimeslot (referred to as idle timeslots).

2) Logically erase these timeslots and construct the schedule
matrix without these timeslots.

3) Reschedule the requests that were contained in the
deleted timeslots.

4) At regular, predetermined intervals, perform the refresh
function, and schedule all stored (in queues) packets to
put an upper bound on the incurred service delay.

The discovery of idle timeslots is a pretty simple procedure.
After constructing the schedule matrix according to OIS/POSA
algorithm, the rows of the matrix (corresponding to channels)
are scanned one by one for all columns (i.e., for all timeslots).
When a slot containing at least one idle channel is located, it is
logically erased, which means that the transmissions it contains
are performed in one of the following frames. This means that
the requests that were rescheduled are added to the new requests
that the stations send for the following frame and that the actual
data continue to be stored in queues while their transmission
is being scheduled. Of course, if the cleanup mechanism finds
an idle channel, wi (row i) does not continue to the rest of the
channels next to i but moves to the next timeslot (column).

B. Refresh Function

It is obvious that if the algorithm always functioned accord-
ing to the cleanup mechanism, the channel utilization would
be approximately equal to 100% since the number of idle slots
would be almost zero. This ideal level of channel utilization
and the corresponding high network throughput come at the
cost of a significant delay, since the number of packets waiting
in queues constantly increases, and their scheduling is left to
be done later. For this reason, the cleaning mechanism includes
a process called refresh function, during which the contents of
the waiting queues are emptied (all waiting packets are forced
to be scheduled for transmission). This cleanup process is
performed at regular frame intervals (i.e., every time a constant
number of frames have elapsed). For the frame that the refresh
process is performed, WFF functions as OIS/POSA, and the
specific frame is named as refresh frame. Fig. 6 shows a scheme
that results a normal or a refresh frame. In this way, if we
suppose that the refresh rate is equal to 4 and the current frame
is 2000, then frame 2000 is the refresh frame, frame 2001 is
the normal frame, frame 2002 is the normal frame, frame 2003
is the normal frame, frame 2004 is the refresh frame, and so
on. Obviously, during a normal frame, the cleanup function is
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Fig. 7. Operation of the cleanup mechanism for the frame f .

operated, while during a refresh frame, the refresh function is
executed. Finally, we have to pinpoint that the refresh rate is
defined from the beginning and has the same value for all nodes.

C. Example Comparison

The function of the cleanup mechanism is shown with an
example. Consider a network with four nodes (N0, N1, N2,
and N3) that transmit data using two channels (W0 and W1).
Assume that a total of 16 requests are submitted for frame f
and that these requests are distributed, where Df is the demand
matrix for frame f (which is the same demand matrix D as in
Section V).

Df =




3 . . . 1
1 . . . 4
2 . . . 1
1 . . . 3




It is clear that node N0 requests three timeslots, for channel
W0 and one timeslot for channel W1. Node N1 requests one
timeslots for channel W0 and four timeslots for channel W1.
Node N2 requests two timeslots for channel W0 and one time-
slot for channel W1. Finally, node N3 requests one timeslot for
channel W0 and three timeslots for channel W1. The function
of OIS or POSA produces the schedule matrix, as plotted in
Fig. 3. The CS-POSA algorithm constructs the schedule, which
is observed in Fig. 5. At this point, the cleanup mechanism is
activated in the constructed schedule of OIS/POSA (Fig. 3).
The timeslots that include at least one idle channel are identified
and marked in Fig. 7. These timeslots are 1, 2, 7, 8, 9, and
10. The second step of the cleanup mechanism is to exclude
these timeslots (or equivalently the corresponding transmission
requests) from the schedule matrix. Note that the excluded
requests are not overlooked. The third step of the cleanup
mechanism is the rescheduling of the excluded requests in the

Fig. 8. Final schedule matrix of OIS/POSA for the frame f + 1.

frame that follows (together with the nodes’ actual requests
for the next frame). Therefore, two timeslots for node N0, on
channel W0 along with one timeslot for node N1 and three
timeslots for node N3 on channel W1, will be rescheduled. The
matrix that contains the rescheduled requests for frame f + 1,
which is denoted as D′

f , is shown below:

D′
f =




2 . . . 0
0 . . . 1
0 . . . 0
0 . . . 3


 .

Summarizing the schedules computed for frame f , it can be
observed that the schedule length for OIS and POSA is equal to
11 timeslots and that the schedule length for CS-POSA is equal
to 9 (as described in Section V), while the schedule length for
WFF is merely five timeslots. The number of idle slots for OIS
and POSA is equal to 6, and the number of idle slots for CS-
POSA is equal to 2, while there are naturally no idle timeslots
for WFF.

Assume that the demand matrix Df+1 for the next frame
(i.e., frame f + 1) is as in

Df+1 =




1 . . . 3
2 . . . 3
3 . . . 3
4 . . . 2




According to the cleanup mechanism, the demand matrix for
frame f + 1 would be the result of the addition of tables D′

f +
Df+1. Therefore, the new demand matrix for WFF for frame
f + 1 is equal to

D′
f + Df+1 =




2 . . . 0
0 . . . 1
0 . . . 0
0 . . . 3


 +




1 . . . 3
2 . . . 3
3 . . . 3
4 . . . 2




=




3 . . . 3
2 . . . 4
3 . . . 3
4 . . . 5


 .

In the same manner, the OIS/POSA algorithm constructs the
schedule matrix, which is shown in Fig. 8 for frame f + 1.
Of course, OIS/POSA and CS-POSA computes the schedule
based only on Df+1. The constructed schedule contains three
idle timeslots and has frame length equal to 12. Similarly,
CS-POSA algorithm constructs the schedule matrix, which is
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Fig. 9. Final schedule matrix of CS-POSA for the frame f + 1.

plotted in Fig. 9. It is clear that CS-POSA shifts the order of
the nodes before the construction of the schedule. Therefore,
the requests of the node N2 will be examined first, followed
by those of N3, then by those of N1, and finally by those of
N0. The constructed schedule has frame length equal to 12
and includes three idle timeslots. WFF computes its schedule
based on the total demands of D′

f + Df+1. If we construct the
schedule matrix, we observe that it contains a number of seven
idle timeslots (Fig. 10). The rescheduled requests are contained
in D′

f+1. Therefore, two timeslots, requested by node N3, on
channel W0 and five timeslots, requested by the same node on
channel W1, will be rescheduled

D′
f+1 =




0 . . . 0
0 . . . 0
0 . . . 0
2 . . . 5


 .

In conclusion, for frame f + 1, OIS/POSA and CS-POSA
constructed a schedule of 12 timeslots, while WFF constructed
a schedule which lasts ten timeslots. There are no idle slots
for WFF in contrast to OIS/POSA and CS-POSA, where the
number of idle timeslots is three.

We complete our example by considering a last set of de-
mands Df+2 for frame f + 2.

Df+2 =




2 . . . 2
3 . . . 2
4 . . . 2
3 . . . 0




According to the cleanup mechanism, the demand matrix for
frame f + 2 is the result of the addition of tables D′

f+1 +
Df+2. Therefore, the new demand matrix for WFF is equal to

D′
f+1 + Df+2 =




0 . . . 0
0 . . . 0
0 . . . 0
2 . . . 5


 +




2 . . . 2
3 . . . 2
4 . . . 2
3 . . . 0




=




2 . . . 2
3 . . . 2
4 . . . 2
5 . . . 5


 .

The OIS/POSA algorithm constructs the schedule matrix,
which is shown in Fig. 11. The constructed schedule contains
six idle timeslots and has frame length equal to 12. Similarly,
CS-POSA algorithm constructs the schedule matrix, which is

shown in Fig. 12. It is clear that CS-POSA shifts the order of
the nodes before the construction of the schedule. Therefore,
the requests of the node N2 will be examined first followed
by those of N1, then by those of N0, and, finally, by those
of N3. The frame length of the constructed schedule is equal
to 12 timeslots and contains six idle timeslots. If we assume
that the refresh function is performed during frame f + 2, we
draw some important conclusions from this example. As we
mentioned, the refresh function forces the WFF to operate like
OIS/POSA, without the process of the cleanup mechanism.
Fig. 13 shows the final schedule. The nodes request 55 timeslots
in total from frame f to frame f + 2 (16 for the first frame, 21
for the second frame and 18 for the third). In order to serve
these requests, OIS and POSA utilize a total of 35 timeslots
(11 in frame f , 12 in frame f + 1, and 12 in frame f + 2).
CS-POSA utilizes a total of 33 timeslots (nine in frame f , 12 in
frame f + 1, and 12 in frame f + 2), while WFF utilizes only
27 timeslots (five in frame f , 10 in frame f + 1, and 14 in frame
f + 2). The total number of wasted timeslots for OIS/POSA is
15 (27%), for CS-POSA, it is 11 (20%), while WFF only wasted
six (11%) timeslots (all in the last frame when cleaning reset
was performed).

D. Predictor of WFF

Assuming that there are N nodes and W channels, each node
possesses a set of W queues. The aim of the predictor is to
construct the N × W demand matrix D with N rows (nodes)
and W columns (channels). Each value in the table ranges
between 0 and K. Thus, the overall predictor resembles NW
separate and independent predictors, whose aim is to accurately
predict the expected next number of slots that node n requests
to transmit using channel w in the next frame.

The predictor makes the following assumptions concerning
its operation [31].

1) The network traffic can be predicted using a traffic model.
2) The operation of each of the different NW predictors is

independent and is not influenced by any other.
3) There is a constant upper bound K for the number of slots

that each node can request on a specific channel.
There are four critical parameters that determine the effective-
ness of the predictor of WFF, as mentioned in [31]. These are
as follows.

1) Accuracy of prediction: It is a fact that a high level of
prediction accuracy is desirable. In POSA and WFF, this
is proven through empirical results.

2) Real time learning: The predictor should be capable of
responding dynamically to changes in network activity.

3) Asymptotic time complexity: The WFF algorithm must
not have a high level of complexity, such that would not
facilitate its real time operation. POSA has an asymptotic
time complexity less than O(NW 2K). The same goal is
also achieved by WFF.

4) Scalability: In order to be useful, the algorithm must be
able to scale efficiently with the number of nodes and
channels, as well as with the traffic intensity and the
length of the scheduling queue. This goal is also achieved
by both POSA and WFF.
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Fig. 10. Operation of the cleanup mechanism for the frame f + 1.

Fig. 11. Final schedule matrix of OIS/POSA for the frame f + 2.

Fig. 12. Final schedule matrix of CS-POSA for the frame f + 2.

E. Phases of WFF

The WFF protocol operates with a prediction mechanism.
This mechanism should learn how to predict, so it is necessary
the protocol to provide it training period. Additionally, between
the two levels, i.e., between the level of the training and the
level of the prediction, there is one more level: the level of
change from the one phase to the other. In each level, the pro-
tocol acts with a different algorithm as far as the construction
of the schedule matrix. In the training level, WFF operates as
OIS. It accepts the requests of the nodes, it places them in the

Fig. 13. Operation of the refresh function for the frame f + 2.

history queues, computes the schedule matrix with the help of
the OIS algorithm based on the actual requests of the nodes,
and then it starts to transmit following the reservations of the
schedule matrix. It must be mentioned that during the training
level the executing algorithm is OIS and not WFF, since there
is not parallelism and prediction.

Conclusively, the training phase is defined by three indepen-
dent operations:

1) adoption of the OIS/POSA algorithm without any inter-
vening change;

2) collection of the actual requests of each node and con-
struction of the schedule according to them;

3) filling the actual requests into the history queues in order
to train the predictor the traffic pattern and improve its
prediction accuracy.

In the level of change, WFF switches from the level of
training into the level of prediction. We consider that the
algorithm has learned the way the network works and constructs
the schedule matrix not based on the actual requests of the
nodes but based on the output of the prediction. Also, WFF
puts the cleanup mechanism into action in order to construct
the schedule matrix.
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Fig. 14. Structural comparison among OIS, POSA, CS-POSA, and WFF.

Conclusively, the prediction phase consists of three indepen-
dent phases:

1) adoption of the prediction mechanism from POSA with-
out intervening changes;

2) construction of the schedule matrix with the help of
OIS/POSA algorithm, followed by the cleanup mecha-
nism;

3) using of the refresh function in regular time periods.

F. Structural Comparison Among OIS, POSA,
CS-POSA, and WFF

It is very useful to see figuratively the structural comparison
of the four algorithms that were analyzed before. In Fig. 14,
there are all the independent levels that take place in the total
execution time of each algorithm. Moving from the top to the
bottom, there is the actual execution time. The discontinues
lines separate, as far as time is concerned, the frame for each
algorithm. The first algorithm under examination is OIS. We
can see that in its structure there is not any pipelining. The
operation order of the actions is as follows: acceptance of
the requests, computation of the schedule, and transmission.
Exactly next to it, there are POSA’s steps. Here, there is a
parallel execution of the POSA’s procedures. In a few words,
the procedure of the prediction takes place simultaneously with
three more: the acceptance of the actual requests, the filling

history, and the transmission of the packets. Along with the
transmission, there is also the computation of the schedule for
the following frame, based on the previous frame predicted set
of requests. On the left of POSA, we can see the stages of
CS-POSA. The differentiation between the steps of POSA and
CS-POSA is obvious. While both of them use the parallelism
that the prediction mechanism offers, CS-POSA introduces an
extra stage: the procedure of shifting of the nodes under the
criterion of the total load of each node. This procedure occurs
in parallel with the transmission of the packets, a fact that does
not increase the length of the frame length, as far as time is
concerned, but it keeps it at the same level as POSA. Finally, on
the right, we can observe the operations of WFF. Here, we have
the new recommended stage of a cleanup mechanism that acts
after the schedule has been constructed. Additionally, it is clear
that in the third continued frame, there is a refresh frame, and
the operation of the function mechanism has been substituted
by the refresh function aiming at emptying the waiting queues.

G. WFF Algorithm Complexity

The algorithm complexity is a defining parameter for the
implementation of the protocol. It is understandable that an
algorithm, which is applied in very fast optical networks, should
be able to cope with the requests of the media and should not
add extra delays. Moreover, it should operate in such a way



SARIGIANNIDIS et al.: HIGH-THROUGHPUT SCHEDULING TECHNIQUE 4821

Fig. 15. Demand matrix Dworst with the maximum value of requests.

that it can be adjusted to any changes in the number of nodes
or channels of the network, without significant variations in
its performance. The algorithm complexity and the protocol
scalability are crucial factors, which are analyzed below. WFF
does not influence at all the prediction system. Therefore, the
only operation that influences the algorithm complexity of WFF
is the cleanup mechanism and, more specifically, the scanning
of the idle timeslots of the final schedule matrix. This final
matrix possesses as many rows as the channels of the network
and as many columns as the total requested timeslots, in order
that the transmission for each frame is completed. In other
words, the algorithm must scan a number of columns equal
to the frame length. Therefore, the problem is reformed into
finding the frame length. The frame length is influenced by the
amount of the load of the network. If the load is high, then the
frame length is greater, and vice versa. Thus, the worst case for
the frame length is when all of the nodes demand the maximum
possible requests in timeslots, i.e., the following demand matrix
Dworst is formed (Fig. 15). In this case, the frame length equals
K demands multiplied by N nodes. Therefore, the final number
of the cells in the matrix that should be checked is NWK, and
the final algorithm complexity is O(NWK).

It should be noted, however, that this asymptotic time for
this operation is always less than O(NWK), and in most
cases, it is significantly less, as the cell being checked is less
than NWK, due to the mean requests of each node being
equal to K/2 and the algorithm stops scanning cells for the
current timeslot if one channel is found idle. Regardless, if we
consider that the complexity of the POSA algorithm, which is
the same as OIS algorithm, is linear with the number of nodes
and is given by O(NW 2K), then we conclude that the total
complexity of WFF is much less than OIS, and it does not add
extra complexity.

VII. PERFORMANCE COMPARISON

In this section, three algorithms—POSA, CS-POSA, and
WFF—have been studied and compared in the context of chan-
nel utilization and network throughput, under uniform traffic.
The system parameters varied are N , number of nodes; W ,
number of channels; and K, maximum value over all entries in
the traffic matrix. Each entry in the matrix is a random number
between zero and K (both inclusive). In order for the goal of
scalability to be achieved, the value of K is not constant. The
maximum number of slots that could be requested by a given

node for a given channel during a individual frame K was given
by the equation

K =
[
NW

5

]
.

The value of K is a function of the number of nodes and the
number of channels, divided by an integer [31]. This allowed
the scalability of the algorithm to be examined, as K changed.
The target is to show that the algorithm is scalable not only
in terms of N and W , but also in terms of K, as POSA.
Furthermore, the relation between network throughput and
mean packet delay is examined as the number of nodes and
maximum load (the value of maximum K) vary. Also, it should
be mentioned that the tuning latency time is considered to be
equal to zero timeslots for simplicity reasons. The simulation
took place in a C environment. For each experiment, a total
of 10 000 frames were generated, 1000 of which belong to the
training phase of the algorithms.

A. Performance Metrics

In the analysis of the two algorithms, common measures and
measurements have been used and are presented below.

1) Schedule length is symbolized by L and denotes the
number of slots in the data phase, as determined by the
schedule algorithm.

2) Total slots requested by all nodes are symbolized by
R and denote the total number of timeslots that were
requested by all the nodes of the network.

3) Schedule or channel utilization is symbolized by U and
denote the number of slots actually utilized for packet
transmission in a schedule matrix. Scheduling utilization
is defined as

U =
total slots

demanded slots ∗ channels
or U =

R

LW
.

4) Throughput is symbolized by Γ and denotes the average
number of bits transmitted per transmission frame per
channel. It is measured in megabits per second. So

Γ =
lR

W (C + Ll/S)

l denotes the packet length in bits, C the computation
time in microseconds, and S the transmission rate in
megabits per second. Since the three algorithms, which
are examined, do not waste computation delay due to
pipelining throughput, the relation finally becomes

Γ =
R

LW
S or Γ = US.

5) Delay is symbolized by D and denotes the mean time
delay of the transmitted data in timeslots. It equals the
number of timeslots that pass from the moment that a
packet with data is produced in the queues until the
moment that the transmission starts. If for example, the
data packet has been produced at the time moment t1 and
in the schedule matrix it has been set to be transmitted
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Fig. 16. Channel utilization with four channels.

Fig. 17. Channel utilization with eight channels.

at the time moment t2, where t2 − t1 = t timeslots,
then D = t.

6) The line speed (S) has been set in 2.4 Gb/s.

Two sets of simulated experiments were conducted on the
simulation model for N ∈{10, 20, 30, 40, 50, 60, 70, 80, 90, and
100}, W ∈{4, 8}, and K= FLOOR(NW/5), in terms of chan-
nel utilization and network throughput. In order to study the
relation between throughput and delay, another two sets of ex-
periments were simulated. In the first case, the number of nodes
increases N ∈{10, 20, 30, 40, 50, 60,70, 80, 90, and 100}, W∈
{4, 8}, and K = FLOOR(NW/5), while in the second case,
the impact of varying K is studied: K∈{10, 20, 30, 40, 50, 60,
70, 80, 90, and 100}, N = 30, W ∈ {4, 8}. Finally, the relation
between throughput and load is studied for K∈{10, 20,
30, 40, 50, 60, 70, 80, 90, and100}, N = 30, and W ∈ {4, 8}.

B. Scheduling Utilization Results

Channel utilization (or schedule utilization results) obtained
by using POSA, CS-POSA, and WFF algorithm are plotted
in Figs. 16 and 17. Fig. 16 shows the comparison using four
channels and Fig. 17 shows the comparison using eight chan-
nels. It is obvious that WFF is more improved than POSA and

CS-POSA, regardless of the refresh rate. Certainly, WFF with
refresh rate equal to 4 obtains a significant difference over
POSA and CS-POSA. The graphs plot the numerical view of
the three algorithms from 10 to 100 nodes: N ∈ {10, 20, 30, 40,
50, 60, 70, 80, 90, and 100}, K = FLOOR(NW/5), and WFF
remains better for four and eight channels. The biggest differ-
ence in scheduling utilization between POSA and WFF with
refresh rate 2 appears to be on the level of 4.40% for 100 nodes
and eight channels, while the biggest difference between POSA
and WFF with refresh rate 4 seems to be on the level of 6.87%
for 100 nodes and eight channels. Also, the biggest difference
in scheduling utilization between CS-POSA and WFF with
refresh rate 2 appears to be on the level of 4.25% for 100
nodes and eight channels, while the biggest difference between
CS-POSA and WFF with refresh rate 4 seems to be on the
level of 6.72% for 100 nodes and eight channels. In any case,
it is useful to point out that the difference between WFF with
refresh rate 2 and the other two algorithms does not fall below
1.33% for each channel and for each number of nodes. The
most important conclusion from this comparison between the
three algorithms when measuring the schedule utilization is that
WFF remains constantly better than POSA and CS-POSA for
each number of nodes and channels.
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Fig. 18. Network throughput with four channels.

Fig. 19. Network throughput with eight channels.

C. Throughput Results

The results of the simulation, in terms of network throughput
do not differ much from the results of the schedule utilization
since the performance of the network throughput appears, as a
direct result of the performance of the schedule utilization. Two
sets of simulated experiments were conducted on the simula-
tion model for N ∈{10, 20, 30, 40, 50, 60, 70, 80, 90, and 100},
W ∈ {4, 8}, and K = FLOOR(NW/5), in terms of network
throughput. The results from the comparison between the three
algorithms are presented in the two following figures (Figs. 18
and 19) for four and eight channels. The difference is obvi-
ous, while the more the channels are increased, the more the
difference is increased. It is worth mentioning that again WFF
is constantly better that POSA and CS-POSA for any channel,
regardless of the number of the nodes in the network. Also, it
is clear for the WFF algorithm that the more the refresh rate is
increased, the more the maximum throughput is obtained. The
maximum difference between POSA and WFF for four chan-
nels reaches 328 Mb/s (refresh rate = 2) and 606 Mb/s (refresh
rate = 4), while for eight channels, the maximum difference
seems to be equal to 865 Mb/s (refresh rate = 2) and 1350 Mb/s
(refresh rate=4). The maximum difference between POSA and

CS-POSA for eight channels reaches 251 Mb/s (refresh rate =
2) and 453 Mb/s (refresh rate = 4), while for eight channels,
the maximum difference is equal to 764 Mb/s (refresh rate=2)
and 1321 Mb/s (refresh rate=4).

D. Throughput Versus Delay as the Number
of Nodes Increases

The relation throughput-delay is very important since it
influences the general performance of the network. Higher
throughput means that more packets travel through the com-
munication media. Higher delay means that the packets retain
more time in the node’s queues. The delay that we analyze
refers to the mean time delay of the packets in the waiting
queues until their transmission starts. Of course, this time is
either minimal and is considered negligible by many studies,
or it is not taken into consideration in the simulations. In
the specific study, however, it is regarded as a very important
factor, since the performance of the algorithm in the schedule
operation is studied. This time is measured in timeslots, and
the real value of each timeslot depends on the line speed of
the medium. In this paragraph, the relation between throughput
and delay is studied as the number of nodes is increased:
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Fig. 20. Network throughput versus mean packet delay, as nodes are increased with four channels.

Fig. 21. Network throughput versus mean packet delay, as nodes are increased with eight channels.

N ∈ {10, 20, 30, 40, 50, 60, 70, 80, 90, and 100}, W ∈ {4, 8},
and K = FLOOR(NW/5). The results from the comparison
between the three algorithms are presented in Fig. 20 for four
channels and in Fig. 21 for eight channels. The behavior of
the three algorithms is presented, i.e., the relation throughput-
delay, altering the number of the nodes. It is clear that for each
channel, the performance difference of the algorithms, as far
as throughput is concerned, is greater, benefiting WFF. At the
same time, however, WFF presents a slight increase in the mean
packet delay. This increase seems to be higher as the refresh
rate is higher. However, in each of the above cases, we cannot
claim that this increase is disinclined for the operation of the
algorithm, since it moves in low levels. This is the tradeoff of
the algorithm, i.e., it gains in channel utilization and network
throughput, while it suffers a little in mean packet delay.

E. Throughput Versus Delay as Maximum K Increases

We use a specific network model with K ∈ {10, 20, 30, 40,
50, 60, 70, 80, 90, and 100}, N = 30, and W ∈ {4, 8}: The
results from the comparison between the three algorithms are

presented in Fig. 22 for four channels and in Fig. 23 for eight
channels, by altering the values of the workload of the network,
i.e., of K. In the graphs, it is obvious that there is a constant
difference between the algorithms in the context of throughput
as the mean packet delay increases. In other words, it can be
observed that for each value of K, all the algorithms have
almost the same mean packet delay, while WFF is seen as im-
proved in the context of throughput. For example, for K = 30
and W = 4, WFF is better than POSA and than CS-POSA, in
terms of throughput (8.7 Gb/s for WFF with rate = 2, 8.9 Gb/s
for WFF with rate = 4, 8.3 Gb/s for POSA, and 8.4 Gb/s
for CS-POSA) but suffers in terms of mean packet delay
(235 timeslots for WFF with rate = 2, 283 timeslots for WFF
with rate = 4, 195 timeslots for POSA, and 197 timeslots for
CS-POSA). Also, for K = 30 and W = 8, WFF is again better
than POSA and CS-POSA in network throughput (15.8 Gb/s for
WFF with rate = 2, 16.3 Gb/s for WFF with rate = 4, 15.3 Gb/s
for POSA, and 15.4 Gb/s for CS-POSA), while it keeps a little
higher delay than POSA and CS-POSA (281 timeslots for
WFF with rate = 2, 350 timeslots for WFF with rate = 4,
201 timeslots for POSA, and 202 timeslots for CS-POSA).
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Fig. 22. Network throughput versus mean packet delay, as the maximum K increases with four channels.

Fig. 23. Network throughput versus mean packet delay, as the maximum K increases with eight channels.

For each value of K and W , WFF improves the network
throughput, while the improvement is better as the channels
increase but suffers a few percent in terms of mean packet
delay, due to the fact that some of the packets wait a certain
amount of time for rescheduling. Therefore, it can be concluded
that WFF does not lack significantly in delay, which means that
the improvement that it brings to the network in the context of
throughput is stable.

F. Throughput Versus Load Results

The results from the comparison of the three algorithms
are shown in Fig. 24 for four channels and in Fig. 25
for eight channels. Fig. 24 presents the behavior of the
algorithms, i.e., the relation between throughput and load,
changing the values of the workload of the network, i.e.,
of K. More specifically, the simulation parameters are
K ∈ {10, 20, 30, 40, 50, 60, 70, 80, 90, and 100}, N = 30, and
W ∈ {4, 8}. It must be mentioned that while the workload
of the network is increased, the throughput is decreased for
all algorithms. For example, for WFF with refresh rate 4

and W = 4, when K equals to 10, the throughput equals
to 8.92 Gb/s. When K equals to 50, the throughput equals
approximately 8.88 Gb/s. Finally, when K equals 100, the
throughput is decreased reaching 8.80 Gb/s. This phenomenon
is not often met in the category of the networks examined.
Nevertheless, it appears that all the algorithms examined—OIS
[30], POSA [31], CS-POSA [32], [33]—are all owing to the
architecture of the protocols. When the workload is increased,
it means that the sizes of packets that arrive at the nodes in
order to be transmitted are actually increased. This is denoted
with the increase of the maximum value of K. When K is
increased, it is difficult for the scheduling algorithm to find
open space in the constructed schedule matrix. If there was
an open space of nine slots in the constructed schedule matrix
and the packet that arrived was of ten timeslots size duration of
transmission, then the algorithm could not break it in pieces. It
could then place it at the end of the matrix, where there would
be available space for a packet of ten timeslots. This leads to
a decrease of the channel utilization as the unused timeslots
are increased and the throughput is decreased. Finally, we
can observe that the decrease of the WFF algorithm is less
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Fig. 24. Network throughput versus load with four channels.

Fig. 25. Network throughput versus load with eight channels.

than the other protocols. For example, observing Fig. 25, it
can be seen that the difference between the maximum and the
minimum value of throughput is equal to 390 Mb/s for WFF
(refresh rate 4), 600 Mb/s for WFF (refresh rate 2), 941 Mb/s
for POSA, and 1018 Mb/s for CS-POSA. Therefore, WFF
seems to be more stable, as network traffic varies. Also, WFF
seems to be more stable, as refresh rate is increased.

VIII. CONCLUSION

This paper describes a predictive online collision free
coordination-based MAC protocol for a star broadcast and
select WDM optical network. Its architecture is TT–FR and
supports direct access to all nodes via one hop. The proposed
algorithm maintains a prediction system that allows the network
the pipelining of the schedule computation phase with the
reservation and the data transfer phases. Also, it maintains a
very simple algorithm to construct the final schedule matrix,
which has time complexity linear to the number of the nodes.
The novel mechanism (the cleanup mechanism) tries to scan
and find idle timeslots and deletes them logically. This way,
the schedule length is less than other online protocols, and the
number of idle timeslots is decreased. Our results show that

the proposed algorithm is superior, in terms of utilization and
throughput, but suffers a little in mean packet delay. Also, the
suggested algorithm keeps complexity at low levels and at the
same time supports higher network efficiency.
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